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Materials and Methods

S1. Synthesis Methods and Characterization

Synthesis of SSZ-13 zeolites

Here, SSZ-13 is used to refer to materials of aluminosilicate composition and the chabazite (CHA) framework. High-aluminum SSZ-13 zeolites (Si/Al = 4.5) were synthesized as previously reported (10). A molar ratio of 1 SiO2/ 0.031 Al2O3/ 0.017 TMAdaOH/ 0.770 Na2O/ 12.1 H2O was used in the synthesis solution. Briefly, a 1M NaOH solution (3.3 wt% NaOH, Alfa Aesar) was added to deionized water (18.2 MΩ) in a perfluoralkoxy alkane (PFA) jar and stirred for 15 minutes at ambient conditions. Next, sodium silicate (10.6 wt% Na2O, 25.6 wt% SiO2; Sigma Aldrich) was added to the NaOH solution and stirred for 15 minutes under ambient conditions. Then, NH4-Y zeolite (Zeolyst CBV300, Si/Al = 2.6) was added and the mixture was stirred for 30 minutes under ambient conditions. Finally, an aqueous TMAdaOH solution (25 wt%, Sachem) was added to the mixture and stirred for 30 minutes under ambient conditions. The synthesis mixture was then transferred to 45 mL Teflon-lined stainless steel autoclaves (Parr Instruments) and placed in a forced convection oven (Yamato DKN-402C) at 413 K and rotated at 60 RPM for 6 days.

Low aluminum SSZ-13 zeolites (Si/Al = 15-25) were synthesized in hydroxide media using a previously reported procedure (10). A molar ratio of 1 SiO2/ 0.0167-0.033 Al2O3/ 0.25 TMAdaOH/ 0.125 Na2O/ 44 H2O was used to obtain Na+/TMAda+ = 1 and Si/Al = 15 or 25 in the synthesis solution. A typical synthesis involved adding an aqueous TMAdaOH solution to deionized H2O in a PFA jar and stirring the solution under ambient conditions for 15 minutes. Next, aluminum hydroxide was added to the aqueous TMAdaOH solution. Then, a 5M NaOH solution (16.7 wt% NaOH in deionized water; NaOH pellets 98 wt%, Alfa Aesar) was added dropwise to the solution and stirred under ambient conditions for 15 minutes. Finally, colloidal silica was added and the mixture was stirred for 2 h under ambient conditions. All synthesis reagents were used without further purification. The synthesis solution was then transferred to a 45 mL Teflon-lined stainless steel autoclave and placed in a forced convection oven at 433 K and rotated at 40 RPM for 6 days.

X-Ray diffraction of CHA zeolites

The CHA crystal framework was determined from powder X-ray diffraction (XRD) patterns measured on a Rigaku SmartLab X-ray diffractometer with a Cu Kα radiation source (λ=0.154 nm) operated at 1.76 kW. 0.01 g of zeolite powder were loaded onto a low-volume sample holder (Rigaku) and the diffraction pattern was recorded from 4-40° 2θ at a scan rate of 0.04° s⁻¹. Powder XRD patterns for all synthesized materials were compared to diffraction patterns for CHA reported in the International Zeolite Association (IZA) structure database (36). All XRD patterns reported here are normalized such that the maximum peak intensity in each pattern is unity. Diffraction patterns of CHA zeolites are shown in Fig. S1.
Adsorption isotherms to measure micropore volumes of CHA zeolites

Micropore volumes of CHA zeolites were determined from Ar adsorption isotherms measured at 87 K on a Micromeritics ASAP 2020 Surface Area and Porosity Analyzer. Typically, 0.03–0.05 g of pelleted and sieved sample (nominal diameter between 180-250 μm) were degassed by heating to 393 K (0.167 K s\(^{-1}\)) under vacuum (<5 μmHg) for 2 h, and then further heating to 623 K (0.167 K s\(^{-1}\)) under vacuum (<5 μmHg) and holding for 9 h. Volumetric gas adsorption within micropores (cm\(^3\) g\(^{-1}\) at STP) was estimated from analysis of semi-log derivative plots of the adsorption isotherm \((\partial(V_{ads})/\partial(ln(P/P_0)) vs. ln(P/P_0))\) to identify the micropore filling transition (first maximum) and then the end of micropore filling (subsequent minimum). Micropore volumes (cm\(^3\) g\(^{-1}\)) were obtained on SSZ-13 zeolites by converting standard gas adsorption volumes (cm\(^3\) g\(_{cat}\)-1 at STP) to liquid volumes using a density conversion factor assuming the liquid density of Ar at 87 K. Micropore volumes of CHA zeolites are shown in Fig. S2. In each figure, adsorption isotherms are offset in increments of 200 cm\(^3\) g for clarity.

Aqueous-phase Copper Ion-Exchange of H-SSZ-13

Cu-SSZ-13 zeolites were prepared by aqueous-phase Cu ion-exchange using Cu(NO\(_3\))\(_2\) as the precursor. A pH meter (Mettler Toledo SevenEasy™ pH Meter S20) calibrated at pH values of 1.0 (Sigma Aldrich FLUKA 31044 Buffer solution pH 1.0 at 20°C), 4.0 (Hach Buffer Solution pH 4.0 ± 0.02 at 25°C), and 7.0 (Hach Buffer Solution pH 7.00 ± 0.02 at 25°C) was used to monitor the pH throughout the Cu ion-exchange process.

Typically, 1 to 2 g of H-SSZ-13 were added to 40 mL of deionized water (Millipore, Synergy UV Water Purification System, 18.2 MΩ cm\(^{-1}\) resistivity at 298 K) in a 250 mL borosilicate Erlenmeyer flask and stirred at 300 rpm using a magnetic stir bar for 30 minutes at 313 K. Depending on the Cu exchange level targeted, 20 to 100 mL of 0.001 M to 0.1M Cu(NO\(_3\))\(_2\) solution (Sigma Aldrich, Copper\(^{II}\) nitrate hydrate, 99.999% trace metals basis) was added to the slurry. The pH was controlled to 4.9 ± 0.1 by dropwise addition (~2 drops per second) of 1.0 M NH\(_4\)OH (Sigma Aldrich, 28.0% Ammonium hydroxide solution, ACS reagent grade) immediately after addition of Cu(NO\(_3\))\(_2\) and was maintained at 4.9 ± 0.1 for 4 hours. Cu-exchanged SSZ-13 was recovered via centrifugation, and then washed with deionized water six times (70 mL H\(_2\)O g\(_{cat}\)-1 per wash). Cu-SSZ-13 catalysts were dried at 373 K in ambient air in a free convention oven for 12 hours, crushed with a mortar and pestle, then treated in flowing dry air (100 mL g\(_{cat}\)-1, Indiana Oxygen, Zero grade air, < 1ppm THC) to 773 K at a rate of 1 K min\(^{-1}\).

Elemental Analysis using Atomic Absorption Spectroscopy

Typically, 0.02-0.050 g of dry sample (H-SSZ-13 or Cu-SSZ-13) were dissolved in approximately 2 mL of hydrofluoric acid (HF) (Mallinckrodt Baker, 48% HF, Baker Analyzed® A.C.S. Reagent) in a 60 mL high density polyethylene (HDPE) bottle (2 oz.,
60 mL Nalgene™ Wide-Mouth Amber HDPE bottles). A polyethylene pipet was used to transfer the HF. The sample was capped and left to dissolve for 12 hours then diluted with approximately 50 mL of deionized water (Millipore, Synergy UV Water Purification System, 18.2 MΩ cm⁻¹ resistivity at 298 K).

Bulk elemental composition was determined using atomic absorption spectroscopy (AAS) on a Perkin Elmer AAnalyst 300. Silicon AAS standards were created by diluting a 1000 ppm silicon AAS standard solution (Sigma Aldrich, TraceCERT®, 1000 mg/L Si in NaOH) to 15, 75, and 150 ppm. A linear calibration curve (ppm₅i versus Si absorbance at 251.6 nm) was determined by plotting the absorbance of each silicon standard at 251.6 nm. Similar procedures were used for aluminum, copper and sodium on all reported SSZ-13 catalysts.

Cu site characterization and quantification

Cu K-edge X-ray absorption near edge spectroscopy (XANES) of samples under ambient conditions were indistinguishable from that of an aqueous Cu¹¹ nitrate solution (Cu-CHA-20 and Cu-CHA-29 shown in Fig. S3) and did not show absorption characteristic of Cu¹ (edge at ~8983 eV (37, 38)) or of Cu¹¹ within Cu₩O₅ clusters (39, 40). Diffuse reflectance UV-Visible spectra collected on these samples under ambient, hydrated conditions are shown in Fig. S4. The peak at 12500 cm⁻¹ is representative of hydrated isolated Cu¹¹ ions. Peaks at ~22500 cm⁻¹, reported to be due to Cu-dimers in ZSM-5 (41), are not observed, indicating that predominantly isolated Cu¹¹ species are present. The broad absorption features between 30000 cm⁻¹ and 50000 cm⁻¹ are due to contributions from the zeolite framework.

The enumeration of isolated Cu¹¹ and Cu¹¹ΟΗ sites on each Cu-CHA zeolite was determined after oxidative treatment (20% O₂, 773 K) by quantifying the number of residual protons that remained after Cu exchange, given that Cu¹¹ sites exchange two protons and Cu¹¹ΟΗ sites exchange one proton. The quantification was performed using methods that selectively titrate residual H⁺ sites in small-pore, metal-exchanged zeolites (42), in which NH₃-saturated samples are purged in flowing wet helium (3% H₂O in He, 433 K) to desorb Lewis acid-bound NH₃, prior to temperature programmed desorption (Table S1). The Cu¹¹ and Cu¹¹ΟΗ site quantities in the samples studied here are consistent with the thermodynamic preference for Cu¹¹ exchange at paired Al sites until saturation (10), followed by further exchange of Cu¹¹ΟΗ sites at isolated Al. Taken together, the ex situ characterization of Cu sites by X-ray absorption, UV-Visible and quantification of residual H⁺ sites by NH₃ titration, confirm that the Cu-CHA samples studied here contain only isolated Cu¹¹ cations, present either as Cu¹¹ at paired framework Al sites or as [CuΟΗ]⁺ at isolated Al sites (10).
S2. SCR Kinetics

Standard selective catalytic reduction (SCR) kinetic data were measured on a down-flow 3/8” ID tubular quartz reactor. All samples were pelletized (Specac 13mm Diameter Stainless Steel Evaluable Pellet Die) under 10,000 psi pressure (Carver Laboratory Press), ground using a mortar and pestle, then sieved to retain 125 to 250 µm particles (W.S. TYLER No. 60 and No. 120 all-stainless-steel). Typically, 0.015-0.050 g of sieved Cu/SSZ-13 catalyst were mixed with enough inert silica gel (Fisher Chemical Silica Gel (Davisil) Sorbent, Grade 923) to obtain a bed height of ~0.5 cm. Aluminum foil was wrapped around the quartz reactor to an outer diameter of ~2.54 cm, in order to enhance heat conduction and minimize any radial temperature gradients that may be present within the bed. The reactor was then placed within a clamshell furnace (Applied Test Systems) and pressure-tested with helium (99.999%, Indiana Oxygen) at 5 psig for 20 minutes.

Steady state kinetic data were collected according to methods we have reported previously (17). Briefly, rate data were measured at differential NO conversion below 20% (total gas flow rate was varied between 0.8 to 1.5 L min⁻¹), to ensure the entire bed was exposed to approximately the same gas concentrations and temperatures using a gas mixture of 300 ppm NO (3.5% NO in Ar, Praxair), 300 ppm NH₃ (3.0% NH₃ in Ar, Praxair), 5% CO₂ (liquid, Indiana Oxygen), 10% O₂ (99.5%, Indiana Oxygen), 2.5% H₂O (deionized, introduced through 24” PermaPure MH Humidifier), and balance N₂ (boiloff liquid N₂, Linde) at 473 K and 1 atm. The gas hourly space velocity (GHSV) was varied between 600,000 to 4,000,000 h⁻¹ for all kinetic experiments. NO, NO₂, NH₃, CO₂, N₂O, and H₂O concentration data were recorded every 0.95 seconds using a MKS MultiGas 2030 gas-phase Fourier transform infrared (FTIR) spectrometer with on-board calibrations. Reaction temperatures were collected using two Omega® K-type 1/16” OD thermocouples with one placed in contact with the top of the bed and the second placed in contact with the bottom of the bed. The temperature difference was always within 3 K during steady state SCR catalysis. Total gas flow rates were measured using a soap bubble flow meter.

In the limit of differential NO conversion, the gas concentrations and catalyst bed temperature can be assumed constant, allowing the NO consumption rate to be calculated using equation (S1):

\[
-raNO (\text{mol NO} \cdot \text{mol}^{-1} \text{Cu} \cdot \text{s}^{-1}) = \frac{(C_{NO,in} - C_{NO,out})}{1000000 \cdot \text{mol Cu}} \cdot V_{total} \left( \frac{P}{RT} \right)
\]

(S1)

where \(C\) values are the concentrations of NO before and after the catalyst bed in ppm, \(V_{total}\) is the total volumetric flow rate, \(P\) is 1 atm, \(T\) is ambient temperature, and \(R\) is the gas constant. The rate of NO consumption can further be converted from rate per Cu (mol NO mol Cu⁻¹ s⁻¹ or NO Cu⁻¹ s⁻¹) to rate per volume (molecules of NO consumed per 1000 Å³ s⁻¹) using a multiplier for the number of Cu atoms per 1000 Å³.
The experimental data are fitted to a power law rate expression where $k_{app}$ is the apparent rate constant and $\alpha$, $\beta$, and $\gamma$ are the apparent reaction orders with respect to concentrations of NO, NH$_3$, and O$_2$, respectively.

\[
\tau_{NO} = k_{app}C_{NO}^\alpha C_{NH_3}^\beta C_{O_2}^\gamma
\]

\[
k_{app} = A \exp\left(-\frac{E_{a,app}}{RT}\right)
\]

SCR rates measured as a function of Cu density (Cu-CHA catalysts depicted in figure 1 and table S3) were fit to two different models, as shown below. The four lowest Cu density samples were fit to rate $= a \times \rho_{Cu}^2$ (best fit $a = 39.3$, $R^2=0.99$) and the four highest Cu density samples to rate $= a \times \rho_{Cu}$ (best fit $a = 7.56$, $R^2=0.99$).

S3. X-ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) experiments were performed at sector 10 MR-CAT (Materials Research Collaborative Access Team) of the Advanced Photon Source, Argonne National Laboratory. The insertion device beamline at sector 10 (10-ID) was used for the operando and in situ oxidation experiments due to the high photon flux available at that beamline. Incident and transmitted X-ray intensities were measured in ion chambers filled with 20% He in N$_2$ and 20% Ar in N$_2$, respectively, to obtain approximately 10% and 70% absorption of the beam before and after the sample, respectively. A Cu metal foil reference spectrum (edge energy of 8979 eV) was measured simultaneously with each sample spectrum to calibrate the X-ray beam for spectral measurements at the Cu-K edge. All sample spectra were normalized using 1$^{rd}$ and 3$^{rd}$ order polynomials for background subtraction of the pre- and post-edges, respectively.

The Cu K-edge XANES spectra consists of several distinct features indicative of the various electronic transitions for the Cu$^I$ and Cu$^{II}$ oxidation states (43, 44). The peaks
The peak centered at 8977 eV is due to the symmetry forbidden 1s → 3d transition, which becomes allowed due to mixing of the 3d and 4p orbitals and has been reported in several studies as a low intensity, pre-edge feature (45-48). The shoulder at 8987 eV is due to the 1s → 4p electronic transition (49, 50). The presence of the sharp peak centered around 8983 eV is characteristic of the 1s → 4p transition for a two-coordinate Cu\textsuperscript{I} complex. This peak has previously been reported in the literature under a variety of environments including hydrocarbon SCR (51) and NO decomposition on Cu-ZSM-5 (52), thermal reduction of Cu-mordenite (53), Cu-Y (54), and two-coordinate Cu\textsuperscript{I} model compounds including copper(I) diamine complexes (37, 55, 56).

XAS is a bulk technique and each sample spectrum represents a mixture of oxidation states. Therefore, a linear combination XANES fitting of the Cu\textsuperscript{I} and Cu\textsuperscript{II} references was used to obtain the relative amounts of Cu in each oxidation state in a given spectrum. Information about how the Cu\textsuperscript{I} and Cu\textsuperscript{II} references were generated is provided in our previous publication (10). An absolute error of 5\% was used as a conservative estimate for the uncertainty in the linear combination XANES fitting. The largest source of uncertainty is the Cu\textsuperscript{I} reference used in the fitting, as there is no specific Cu\textsuperscript{I} reference spectrum, and the choice of reference may not exactly reproduce the Cu\textsuperscript{I} amine structure present in the sample. If the Cu\textsuperscript{I} reference used in the fitting is assumed to be an accurate representation of the Cu\textsuperscript{I} structure present, the uncertainty in the linear combination XANES fitting would decrease to 2-3\%.

The Debye-Waller factor (DWF) was determined to be 0.005 Å\textsuperscript{2} for gas conditions that included NH\textsubscript{3}, and was 0.003 Å\textsuperscript{2} for all other gas conditions. All extended X-ray absorption fine structure (EXAFS) fitting was performed with the DWF fixed at the appropriate value, and EXAFS fitting was only performed on the first coordination shell of Cu-O. The k\textsuperscript{2}-weighted data in R-space was fit by least-squares optimization to provide coordination numbers (CN) and interatomic bond distances. The EXAFS data was fit over k = 2.7 to ~8.5 Å\textsuperscript{-1}, incorporating as much data at high k values as possible.

**Operando XAS**

Operando experiments were performed in a special glassy carbon tube reactor, and the details of the custom operando XAS reactor setup were described by Kispersky et al. (39). During these experiments, XAS spectra were simultaneously collected while measuring the reaction rates for each sample to ensure that the standard SCR rate per mole Cu measured at APS were quantitatively the same, within error, to that measured in laboratory differential plug-flow reactors (PFR). Figure S20 shows standard SCR reaction rates measured on a representative sample (Cu-CHA-19) in the laboratory PFR and operando XAS reactor over a temperature range (450-480 K), indicating that rates are reproduced in the two reactor setups to within 10\%. Table S5 shows that standard
SCR reaction rates for catalyst samples in the *operando* reactor described above are within 10% of those measured in a separate plug flow reactor, thus establishing kinetic equivalence of the two reactors.

In *operando* experiments, 7-13 mg of Cu-CHA-15, 30 mg of Cu-CHA-20, or 25 mg of Cu-CHA samples (sieved to 125-250 µm) were loaded in the *operando* reactor to maintain differential conditions (<20% conversion). Gases were mixed and introduced into the reactor in a precise manner to avoid any side reactions. De-ionized H₂O was introduced into the feed stream by flowing He carrier gas through a heated shell type humidifier (Perma Pure MH-Series). All gas lines downstream of the humidifier were heated to above 373 K to prevent H₂O condensation. After introducing H₂O, NO (300 ppm in N₂, Matheson Tri-Gas) was introduced into the gas stream, followed by the introduction of O₂ (20% in He, Airgas, Inc.). The reaction mixture was then preheated to 473 K. Ammonia (300 ppm in He, Airgas, Inc.) was introduced through a 1/16” stainless steel line that was located immediately upstream of the catalyst bed to minimize the possibility of gas-phase side reactions. Gas concentrations were measured using a MKS Multi-Gas 2030 gas analyzer FTIR with a cell temperature of 464 K and based on factory provided calibration files. Standard SCR conditions of 300 ppm NO, 300 ppm NH₃, 10% O₂, 2% H₂O, 5% CO₂, a total flow rate of 1000-1200 mL min⁻¹ and a temperature of 463-473 K was used for all steady state experiments. Steady state spectra were collected in the quick scan mode with an edge step of 0.5 eV, a dwell time of 0.05 s at each step and an energy range between 8700 and 9700 eV, with each spectrum taking 2-3 min to acquire. Steady state data were averaged over 3-5 scans depending on the data quality obtained under different experimental conditions. Linear combination XANES fits to determine the Cu⁺ and Cu²⁺ fractions under *operando* conditions were carried out using the appropriate references, as explained in our previous publications (15, 17, 39).

**Transient XAS**

Transient O₂ and NO₂ oxidation experiments were carried out in the same flow reactor setup as used for *operando* experiments. Reduction with 300 ppm NO and 300 ppm NH₃ under a total flow of 1200 mL min⁻¹ at approximately 447 K gave 90±5, 90±5 and 98±5 % Cu⁺, for Cu-CHA-15, Cu-CHA-20, and Cu-CHA-29 samples, respectively. Following the reduction to Cu⁺, samples were exposed to either 10% O₂ or 100 ppm NO₂ at the same temperature in separate experiments. The Cu⁺ and Cu²⁺ fractions during these transient experiments were followed by collecting XANES spectra (Figures S6, S7, S8) in quick scan mode from 8800 to 9400 eV. Each spectrum took 21 s to acquire with a step size of 0.5 eV and a dwell time of 0.03 s. Higher quality spectra were collected at the end of these transients by increasing the dwell time from 0.03 s to 0.05 s. Linear combination XANES fits to determine the Cu⁺ and Cu²⁺ fractions from spectra collected during transient experiments were performed using the same procedure to fit spectra collected during *operando* XAS experiments. The fitted Cu⁺ fraction before and at the end of O₂ and NO₂ oxidation transients are tabulated in Tables S6, S7, S8.
S4. Kinetic models for the transient oxidation experiments

O2 oxidation of CuI(NH3)2

The transient O2 data in Figure 3A were fit to a modified pseudo-second-order rate law described below. The approximate second-order behavior can be rationalized by postulating that the following termolecular reaction describes the oxidation of two CuI diamine complexes with O2:

\[
2 \text{[CuI(NH3)2]} + \text{O2} \rightarrow [(\text{NH3})_2 \text{Cu}^{II} - \text{O2} - \text{Cu}^{II} (\text{NH3})_2]
\] (S4)

If this step were elementary and all sites behaved identically, the following rate law would describe the rate of consumption of CuI species:

\[
\frac{d [\text{CuI}]}{dt} = -2k_a ([\text{CuI}] (t))^2 [\text{O2}]
\] (S5)

Because O2 is in stoichiometric excess during these transient experiments, its concentration can be subsumed into \(k_a\) and the above expression can be rewritten as:

\[
\frac{d [\text{CuI}]}{dt} = -2k ([\text{CuI}] (t))^2
\] (S6)

where \(k\) is a pseudo-second-order rate constant. To correct for the unoxidizable, recalcitrant fraction of CuI (defined as \([\text{CuI}]_\infty\)) in the transient O2 experiments (Figure 3A), we introduce the transformation:

\[
[\text{CuI}]_{\text{corr}}(t) = [\text{CuI}] (t) - [\text{CuI}]_\infty
\]

\[
\frac{d [\text{CuI}]_{\text{corr}}}{dt} = -2k ([\text{CuI}]_{\text{corr}} (t))^2
\] (S7)

\([\text{CuI}]_{\text{corr}}(t)\) is defined as the concentration of oxidizable CuI (by O2) as a function of time during the transient O2 experiment. Integrating from 0 to \(t\) and rearranging:

\[
\text{CuI Fraction} = \frac{[\text{CuI}] (t)}{[\text{CuI}]_0} = \frac{1 - [\text{CuI}]_\infty/[\text{CuI}]_0}{1 + 2k ([\text{CuI}]_0 - [\text{CuI}]_\infty) t} + \frac{[\text{CuI}]_\infty}{[\text{CuI}]_0}
\] (S8)

where \(\text{CuI Fraction}\) is the time-dependent CuI concentration divided by the initial CuI concentration ([CuI]0). The parameters in Eqn. S8 are \(k\) and \([\text{CuI}]_\infty\). For each data series, we set \([\text{CuI}]_\infty\) to the last (longest time) CuI Fraction data point, and used nonlinear least-squares regression to obtain the best-fit parameter of \(k\). Results are summarized below:
NO₂ oxidation of Cu(I)(NH₃)₂

The transient NO₂ data in Figure S13 were fit to a pseudo-first-order rate law described below. The first-order behavior can be rationalized if we postulate that the observed oxidation kinetics are governed by the bimolecular reaction of a single Cu(I) diamine with NO₂:

\[ \text{[Cu(I)(NH₃)]₂ + NO₂} \rightarrow \text{[(NH₃)₂Cu(II)NO₂]} \]  

(S9)

If this reaction is elementary, then the rate law that describes the rate of consumption of Cu(I) species is:

\[ \frac{d}{dt} [\text{Cu(I)}] (t) = -k_a [\text{Cu(I)}] (t) [\text{NO₂}] \]  

(S10)

Because NO₂ is in stoichiometric excess during these transient experiments, its concentration can be subsumed into \( k_a \) and the above expression rewritten as:

\[ \frac{d}{dt} [\text{Cu(I)}] (t) = -k [\text{Cu(I)}] (t) \]  

(S11)

Upon integration and rearranging, the above expression becomes:

\[ \text{Cu(I) Fraction} = \frac{[\text{Cu(I)}] (t)}{[\text{Cu(I)}]_0} = e^{-kt} \]  

(S12)

where Cu(I) Fraction and \([\text{Cu(I)}] (t)\) and \([\text{Cu(I)}]_0\) are defined in the same way as reported in the previous subsection. The only unknown parameter in Eqn. S11 is \( k \). Nonlinear least-squares regression was used to obtain the best-fit \( k \) value from the data in Figure S13. The results are summarized below:

<table>
<thead>
<tr>
<th>( k (\text{m}^3 \text{mol Cu}^{-1}\text{s}^{-1}) )</th>
<th>Cu-CHA-29</th>
<th>Cu-CHA-20</th>
<th>Cu-CHA-15</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{Cu(I)}]_0/ [\text{Cu(I)}]_0)</td>
<td>0.00011</td>
<td>0.00017</td>
<td>0.00082</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.26</td>
<td>0.10</td>
<td>0.05</td>
</tr>
</tbody>
</table>

\( R^2 \)

S5. DFT Methods

To construct the energy landscape for Cu diffusion through an 8-MR and reaction with O₂ we calculated the energies of structures for A through E in Figure 4 using the
following protocol. All structures are attached to the supplementary information in CONTCAR format in the file CONTCARs.zip.

Due to the dynamic and mobile nature of solvated Cu species in the zeolite cage, we used AIMD on all structures to seek low energy configurations. A 12 T-site supercell containing two Al atoms was used for Fig. 4 structures C and D, such that each Cu charge compensates 1Al. For Fig. 4 structure A, the 12 T-site supercell was doubled to create a 24 T-site supercell, so that each Cu(NH$_3$)$_2$ can occupy one CHA cage. Multiple initial structures were guessed, and each geometry was sampled by Born-Oppenheimer molecular dynamics in the canonical ensemble (NVT) using the Car-Parrinello Molecular Dynamics (CPMD) software version 3.17.1 (57). We used the Perdew-Becke-Erzenhof (PBE) (58) flavor of the generalized gradient approximation (GGA) exchange-correlation functionals and Vanderbilt ultrasoft pseudopotentials (59), and a plane wave cutoff of 30 Ry. The first Brillouin zone was sampled at the $\Gamma$ point only for this insulator, and a Nose-Hoover thermostat was used to achieve the target temperature of 473 K. A 0.6 fs time step was used for a total sampling time of 150 ps, for each of structures A, C and D in Figure 4. Structures B and E came from guessing product structures for the Climbing Image Nudged Elastic Band (CI-NEB) calculations described below and were not sampled by AIMD.

Next, for structures A, C, and D, we selected several (3 to 4) low energy structures from the 150 ps of AIMD trajectories and performed electronic energy optimizations using the Vienna Ab initio Simulation Package (VASP) version 5.4.1 (60) and the same supercell. Periodic DFT calculations were performed using the projector augmented wave (PAW) method with the PBE functional (58) and a 400 eV plane wave cutoff, and DFT-D2 (61) to calculate van der Waals dispersion energies. Electronic energies were converged self-consistently to less than 10$^{-8}$ eV, and forces to less than 0.01 eV/Å, on each atom. For the above calculations, PBE POTCARs for each atom were used. We performed spin-polarized calculations for Cu dimers to sample both the singlet and triplet state of the dimers. The lower energy structure was chosen and plotted on Figure 4 and reported in Table S10. Structures A, B, D and E are in singlet states and structure C is in triplet state. All structures in Figure 4 are attached to the SI in CONTCAR format.

Transition states (A to B, and D to E) were computed using the Climbing Image Nudged Elastic Band (CI-NEB) method (62) and the same functional and plane wave cutoff described above. Convergence criteria were tightened to less than 10$^{-8}$ eV for electronic energy and less than 0.01 eV/Å for force on each atom. The transition state from C to D is spin forbidden and was not computed here; we estimated the effective barrier from the literature as reported in Figure 4.

We followed a similar protocol for reactions of one Cu(NH$_3$)$_2$ with O$_2$ and NO$_2$. We first performed 150 ps of AIMD for O$_2$ and NO$_2$ adsorption on Cu(NH$_3$)$_2$, using a 12 T-site supercell with 1 Al, and with the CPMD software. Low energy structures were then selected and optimized (spin polarized) with both PBE/DFT-D2 and the hybrid screened-exchange Heyd-Scuseria-Ernzerhof (HSE06) functionals (63) with the
Tkatchenko Scheffier method (TSvdW) (64) to correct for dispersion interactions. We performed these additional HSE06-TSvdw calculations because hybrid functionals have been shown to predict NO$_x$ adsorption energies more accurately than GGA functionals (12). Figure S14 and Table S10 reports the structures and adsorption energies.

S6. NO titrations to probe reaction stoichiometry

The consumption of NO (per Cu) in sequential SCR reaction steps on Cu-CHA zeolites was measured and used to corroborate the reaction stoichiometry depicted in Figure 6. Typically, 10 to 20 mg of sample was loaded into the reactor system used to measure steady-state SCR kinetics. The total gas flow rate used in the following procedure was 600 mL min$^{-1}$. The samples in Figure 3A were first oxidized and dehydrated to their Cu$^{II}$ form (10) by treatment to 823 K (0.167 K s$^{-1}$) in flowing 20% O$_2$ (99.5%, Indiana Oxygen) in balance He (99.999%, Indiana Oxygen), and then cooling to 473 K. The sample was then held flowing He for 30 minutes, and then fully reduced in a mixture of 300 ppm NO (3.5% NO in Ar, Praxair) and 300 ppm NH$_3$ (3.0% NH$_3$ in Ar, Praxair) in balance He. Following reduction of Cu sites to their Cu$^I$(NH$_3$)$_2$ states (corresponding to 6 o’clock positions in Figure 6), the samples were exposed to flowing 10% O$_2$ in balance He until steady-state was achieved (corresponding to the central position in Figure 6). The O$_2$ oxidized sample was then held in a flowing stream of 300 ppm of NO in balance He, until steady-state was achieved. Finally, 300 ppm NH$_3$ was introduced to the flow of NO in balance He, to reduce the sample back to Cu$^I$(NH$_3$)$_2$ (corresponding to 6 o’clock positions in Figure 6). Each of these sequential treatments was also performed in a blank reactor to measure a baseline signal in the FTIR spectrometer (MKS Multigas TM 2030) used to account for gas holdup and residence time in the reactor setup (NO conversion was not detected in the blank reactor), in order to calculate the NO consumption from the Cu-CHA catalyst during each treatment step (Figure S12).

Summarizing, after O$_2$ oxidation of Cu$^I$(NH$_3$)$_2$ to form a NH$_3$-solvated Cu$^{II}$ dimer (central position in Figure 6), the two-step procedure described above exposes the catalyst to NO alone, and then to NO and NH$_3$ together. Exposure of NO in the step immediately following O$_2$-assisted oxidation results in the consumption of one NO equivalent (NO:Cu = 0.98 ± 0.10) per Cu site. Once steady-state is achieved, the sequential addition of NH$_3$ to the flowing stream (already containing NO) consumes another equivalent of NO per Cu site (NO:Cu = 1.07 ± 0.11) and fully reduces the sample to Cu$^I$(NH$_3$)$_2$ (6 o’clock positions in Figure 6), which closes the catalytic cycle. The 2:1 NO:Cu consumption ratio is consistent with Figure 6. Starting from the Cu-oxo dimer in the center of the Figure 6, two NO molecules per Cu are required to return to the 6 o’clock position in each cycle corresponding to the formation of Cu$^I$(NH$_3$)$_2$ species.

S7. Random Distribution of Cu per Cage

To eliminate the possibility that the oxidizable fraction of Cu$^I$ corresponds to Cu pairs or larger aggregates that, by random chance, are present in the same cage and not from pairs formed from mobile Cu$^I$ ions, we estimated the fraction of persistent pairs that
would be present assuming that Cu are randomly distributed among cages. Results are compared with the observed fraction of oxidizable Cu\(^{\text{I}}\) in Figure S15. For Cu densities corresponding to the zeolites studied in Figure 3, this “immobile Cu dimer” model predicts values that are much smaller than the \([Cu^{\text{I}}]_{\infty}\) values observed experimentally and predicted from the non-mean-field model described in S10:

- Cu-CHA-15: Oxidizable Cu Fraction = 0.072, \([Cu^{\text{I}}]_{\infty} / [Cu^{\text{I}}]_0 = 0.928
- Cu-CHA-20: Oxidizable Cu Fraction = 0.012, \([Cu^{\text{I}}]_{\infty} / [Cu^{\text{I}}]_0 = 0.988
- Cu-CHA-29: Oxidizable Cu Fraction = 0.002, \([Cu^{\text{I}}]_{\infty} / [Cu^{\text{I}}]_0 = 0.998

S8. Metadynamics

We used metadynamics to compute the free energy landscape for a Cu\(^{\text{I}}\)(NH\(_3\))\(_2\) to diffuse away from a charge-compensating Al center into an adjacent cage. To avoid interaction between periodic cells, a CHA supercell with 72 T-sites was adopted. The 72-T-site supercell (pictured below) was generated by propagating the 36 T-site CHA-silica supercell obtained from the database of zeolite structures (36) along one direction. A T-site silicon is replaced by aluminum and a Cu\(^{\text{I}}\)(NH\(_3\))\(_2\) complex was inserted into a cage near the Al to create the initial Cu\(^{\text{I}}\)(NH\(_3\))\(_2\) structure.

72-T site supercell for metadynamics simulation. Color code for different elements in superimposed figure: gray=Cu, green=Al, yellow=Si, red=O, blue=N and white=H.

All calculations were performed in the CPMD program (57). 6 ps of NVT molecular dynamics were run to pre-equilibrate the system. The NVT MD simulation was initiated by quenching the system to the non-spin-polarized Born–Oppenheimer potential surface with the Perdew–Becke–Erzenhof generalized gradient approximation (GGA) exchange-correlation functional (58) and ultrasoft pseudopotentials (59). Plane waves were included up to 30 Rydberg and the Brillouin zone sampled at the \(\Gamma\) point. Self-consistent-field (SCF) electronic energies were converged to \(1 \times 10^{-7}\) Ha. The converged wavefunction was subsequently used to perform Car–Parrinello molecular dynamics (57) (CPMD) at 473 K with a time step of 0.12 fs. A Nose-Hoover thermostat
was used for both ions and electrons. The electronic temperature was set to 0.02 K with frequency 10000 cm$^{-1}$. The fictitious electron mass was set to 400 atomic unit.

The pre-equilibrated structure, wavefunction, atomic velocities and thermostat were used for the subsequent metadynamics (65, 66) simulation with a total simulation time of 12.5 ps. The time step and thermostat setting were the same as those in the MD simulation. The collective variable was chosen to be the Cu-Al coordination number (CN), defined as

\[
CN = \frac{1 - \left( \frac{d_{ij}}{d_0} \right)^p}{1 - \left( \frac{d_{ij}}{d_0} \right)^{p+q}}
\]

(S13)

where \(d_{ij}\) is defined as distance between Al and Cu and \(p\) and \(q\) are arbitrary scaling constants. Values of other parameters are summarized in Table S11. \(d_0\) was chosen as largest Cu-Al separation distance observed in the regular NVT MD simulation at 473 K. The \(k\) and \(\mu\) were chosen such that the Lagrangian collective variable \(s\) and the physical collective variable \(S\) stay close, and that \(S\) fluctuates frequently at each position in the configuration space.

S9. Electrostatics

We estimated the electrostatic interaction between a Cu$^+$ ion and its charge-compensating Al center using Coulomb’s Law. We assumed Cu and Al to be elementary positive and negative point charges, respectively, carrying the same electric charge as a proton, 1.6 \(\times\) 10\(^{-19}\) C, and we used the computed dielectric constant of CHA-zeolite (\(\varepsilon_r\)), 2.7, reported by Rybicki and Sauer (67). The equilibrium Cu-Al distance of 4.6 Å taken from the DFT-optimized Cu$^+$(NH$_3$)$_2$ structure was used as the initial Cu-Al distance in the calculation. The energy of ionic separation of Cu$^+$ and framework Al from 4.6 Å to \(r\) was calculated following Coulomb’s law:

\[
F = \frac{k_e q_{Cu} q_{Al}}{\varepsilon_r r^2}
\]

(S14)

\[
\Delta E = N_A \int_{4.6 \text{Å}}^{r} F dr
\]

(S15)

where \(k_e\) is the electric force constant in vacuum, \(N_A\) is the Avogadro constant, \(\varepsilon_r\) is dielectric constant of CHA-zeolite, \(q_{Cu}\) and \(q_{Al}\) are Cu and Al charges, and \(r\) is the Cu-Al distance.

The computed Coulombic potential as a function of Cu-Al distance was plotted and compared with the metadynamics-computed free energy profile in Figure 5. The Coulombic potential and the computed free energy are similar up to 7 Å, consistent with electrostatics dominating the interaction. The computed free energy is slightly more positive than the Coulombic potential for Cu-Al distance between 7 Å and 8 Å, highlighting the activation barrier for Cu$^+$(NH$_3$)$_2$ to travel through an 8-member-ring.
window to a neighboring CHA cage, which is not captured by the Coulombic model. The computed free energy falls after Cu\((\text{NH}_3)_2\) reaches the new cage and stays relatively invariant thereafter. The Coulombic potential continues to increase rapidly and surpasses the computed free energy above 8 Å. Such difference can be rationalized by many-body long range Coulombic interaction between Cu\((\text{NH}_3)_2\) and framework Al in periodic images in the metadynamics simulation, which intrinsically lower the computed free energy compared to a two-point-charge Coulombic model.

**S10. Stochastic Simulation**

Here, we estimate the fraction of Cu\(^{\text{I}}\) able to form an oxo-bridged dimer (Figure 4), given a density of Cu and Al atoms in a CHA zeolite and a maximum distance that each Cu can diffuse from its charge compensating Al. Cu number densities between $7 \times 10^{-4}$ and 0.99 Cu/1000 Å\(^3\) and Cu-Al diffusion distances (represented by the green spheres in Figure 3B) from 5-12.5 Å were modeled (Figure S16); procedural details are described below.

We use a 1536 T-site CHA periodic supercell (36) with a total volume of $1.0172 \times 10^5$ Å\(^3\). The large cell size was used to avoid bias due to an even or odd number of exchanged Cu present at smaller cell sizes and long Cu diffusion distances. We performed stochastic simulations as a function of Si/Al (spanning 2 to 511), Cu/Al (0.0059 to 1), and a maximum Cu diffusion distance of 12.5 Å from the compensating framework Al atom.

A 2D schematic representation of the simulation scheme is shown below; the actual simulation was carried out on the 3D CHA lattice described above. In step [1], CHA T-sites were randomly populated with Al avoiding any Al-Al first-nearest-neighbors (Loewenstein’s rule) (33). In step [2], we associated Cu ions with these Al, obeying the previously validated rule (10) that 2Al 6MR sites first exchange Cu\(^{\text{II}}\) before remaining 1Al sites exchange Cu\(^{\text{II}}\)OH. Three types of Al exist at this point: those that are not associated with a Cu ion, those that compensate a Cu\(^{\text{II}}\)OH, and 2Al 6MR sites that share a Cu\(^{\text{II}}\). In step [3], we delete from the lattice the Cu-free Al sites and one member of every Al pair that compensate a Cu\(^{\text{II}}\) ion. In step [4], we created an Al-Al neighbor list, including only neighbors that are within twice the prescribed Cu diffusion radius. In step [5], we then deleted overlapping pairs at random from the neighbor list, stopping when the number of available pairs vanishes. We recorded the number of remaining entries divided by the initial number of Cu as the Cu\(^{\text{I}}\) fraction. The simulation was then repeated until the average Cu\(^{\text{I}}\) fraction converged.

As we explored different Si/Al and Cu/Al ratios, we discovered that results were sensitive to total initial Cu\(^{\text{I}}\) density and insensitive to the underlying Si/Al and Cu/Al ratios. Results are shown in Figure S16, plotted as final Cu\(^{\text{I}}\) fraction vs initial Cu\(^{\text{I}}\) density, for a range of diffusion distances. Simulation results are of course discrete; for visual convenience we present the data using cubic spline interpolation. A diffusion distance of 9 Å, consistent with predictions from the metadynamics simulation (Figure 5), predicts final Cu\(^{\text{I}}\) fractions in close agreement with experimental observation (Figure 3A).
To provide a visual representation of the simulation results, we took a snapshot of steps [3] and [5] for one simulation iteration at the initial Cu densities for the Cu-CHA zeolites represented in Figure 3A. Cartesian coordinates of Al charge compensated by Cu were extracted from the stochastic simulations and green spheres 9 Å in radius were plotted, representing the maximum diffusion length of each Cu$^{+}$ (NH$_3$)$_2$ (Figure 3B, t=0). Spheres are translucent so that overlapping spheres are easily visualized and periodic boundary conditions used to show the diffusion range of Cu across the supercell boundaries. Intersecting spheres around Cu coordinates were plotted both before step [3] and after step [5] pairing to show the geometrically isolated Cu (Iso) and statistically isolated “musical chairs” Cu (MC).
Fig. S1. X-Ray diffraction patterns of H-SSZ-13 zeolites with Si/Al = 4.5 (blue), Si/Al = 15 (red), and Si/Al = 25 (black), measured using a Cu K-alpha source (λ = 0.154 nm). Diffraction patterns are vertically offset for clarity. Cu-exchanged forms of these materials show equivalent XRD patterns (68).
Fig. S2. Ar adsorption isotherms on H-SSZ-13 with Si/Al = 4.5 (blue), Si/Al = 15 (red), and Si/Al = 25 (black). Isotherms are vertically offset for clarity (Si/Al=15: by 200 cm$^3$ g$^{-1}$, Si/Al=25: by 400 cm$^3$ g$^{-1}$). Cu-exchanged forms of these materials show similar adsorption isotherms, with slight decreases in micropore volumes caused by the presence of Cu (68).
Fig. S3. XANES spectra for Cu-CHA-20 (red) and Cu-CHA-29 (green) at ambient conditions, and for bulk Cu$^{II}$O (pink).
**Fig. S4.** UV-Vis spectra for Cu-CHA-15 (blue), Cu-CHA-20 (black), and Cu-CHA-29 samples (red) recorded at ambient conditions.
**Fig. S5.** *Operando* XANES spectra of Cu-CHA-15 (red) and Cu-CHA-29 (dark blue) during steady-state standard SCR (300 ppm NO, 300 ppm NH$_3$, 10% O$_2$, 2% H$_2$O, 5% CO$_2$, 463-473 K). Reference spectra for aqueous Cu$^1$(NH$_3$)$_2$ (grey), isolated Cu$^1$ (*10*) (pink) and isolated Cu$^{II}$ (light blue) sites (*10*).
Fig. S6. XANES spectra collected during transient oxidation of the reduced forms of Cu-CHA-29 sample with 10% O₂ (top) and 100 ppm NO₂ (bottom), as a function of time (labeled in figure).
Fig. S7. XANES spectra during transient oxidation of the reduced forms of Cu-CHA-20 sample with 10% O₂ (top) and 100 ppm NO₂ (bottom), as a function of time (labeled in figure).
**Fig. S8.** XANES spectra during transient oxidation of the reduced forms of Cu-CHA-15 sample with 10% O₂ (top) and 100 ppm NO₂ (bottom), as a function of time (labeled in figure).
Fig. S9. The $k^2$ weighted Fourier transform (moduli and imaginary parts of FT on top left and top right, respectively) and raw EXAFS spectra (bottom) collected before (black) and after (red) oxidation with 10% O$_2$ at 473 K, starting from the reduced Cu(I)(NH$_3$)$_2$ state of Cu-CHA-29.
Fig. S10. The $k^2$ weighted Fourier transform (moduli and imaginary parts of FT on top left and top right, respectively) and raw EXAFS spectra (bottom) collected before (black) and after (red) oxidation with 10% O$_2$ at 473 K, starting from the reduced Cu(I)(NH$_3$)$_2$ state of Cu-CHA-20.
Fig. S11. The $k^2$ weighted Fourier transform (moduli and imaginary parts of FT on top left and top right, respectively) and raw EXAFS spectra (bottom) collected before (black) and after (red) oxidation with 10% O$_2$ at 473 K, starting from the reduced Cu(I)(NH$_3$)$_2$ state of Cu-CHA-15.
**Fig. S12.** NO concentrations measured in the reactor effluent during five step-wise treatments of Cu-CHA-15, in order to quantify NO consumption (per Cu) in treatment steps 2, 4, and 5 above, which correspond to different steps in the proposed standard SCR cycle (Figure 6). Red and blue traces indicate experiments with the blank reactor and catalyst-loaded reactor, respectively.
Fig. S13. Temporal evolution of the XANES-measured Cu\textsuperscript{I} fraction in Cu-CHA-29 (A, red), Cu-CHA-20 (C, blue), and Cu-CHA-15 (H, black) during transient oxidation in 100 ppm NO\textsubscript{2} at 473 K. Least-squares fit to Eq. S11 is shown by solid lines.
Fig. S14. Structures for O₂ configuration (A), O₂ configuration (B) and NO₂ (C) adsorbed on a single Cu(Ⅰ)(NH₃)₂. Calculations were performed in the CHA supercell described in S5, and the framework removed from this figure for clarity.
**Fig. S15.** The fraction of lone Cu within zeolite cages randomly dispersed on the zeolite framework unable to oxidize compared with experimental measurements.
**Fig. S16.** Fraction of unoxidizable Cu$^1$ as a function of Cu density from simulation. Splines were drawn through the discrete simulations at each density to yield continuous curves in the figure. 9 Å (bold red line) represents the metadynamics-predicted maximum Cu diffusion distance. Black data points are experimental observations from Figure 3A.
Fig. S17. Phase diagrams for 2Al ("Z2") exchanged Cu sites with varying $P_{\text{NH}_3}$ and $P_{\text{H}_2\text{O}}$ at 473 K and 10% O$_2$. The chrome sphere demarcates NH$_3$ and H$_2$O pressures equivalent to those used in the kinetic experiments reported in figure 1B and figure 2. All DFT-computed structures, energies, and methods used to generate this diagram can be found in Paolucci et al. (10).
**Fig. S18.** Phase diagrams for 1Al ("Z") exchanged Cu sites with varying $P_{\text{NH}_3}$ and $P_{\text{H}_2\text{O}}$ at 473 K and 10% O$_2$. The chrome sphere demarcates NH$_3$ and H$_2$O pressures equivalent to those used in the kinetic experiments reported in figure 1B and figure 2. All DFT-computed structures, energies, and methods used to generate this diagram can be found in Paolucci et al. (10).
Fig. S19. Dependence of SCR turnover rates (300 ppm NO, 300 ppm NH₃, 10% O₂, 7% CO₂, 200-120000 ppm H₂O and balance N₂ at 473 K) on H₂O pressure on Cu-CHA-19. Line denotes regression of power rate law to measured rate data, with a best-fit slope of 0.03, corresponding to the apparent H₂O reaction order.
Fig. S20. Standard SCR rates (300 ppm NO, 300 ppm NH₃, 10% O₂, 7% CO₂, 3% H₂O and balance N₂) measured in the temperature range of 450-480 K on Cu-CHA-19 in the laboratory differential PFR (red squares) and in the *operando* XAS reactor (black triangle). Line denotes regression of an Arrhenius rate equation to the lab PFR rate data.
Table S1. Bulk elemental analysis and fraction of isolated Cu$^{II}$ and Cu$^{II}$(OH) sites on a series of Cu-exchanged SSZ-13 samples with varying Si/Al (4.5-25) and Cu/Al (0.03-0.59); arranged by increasing Cu/Al for a fixed Si/Al ratio.

<table>
<thead>
<tr>
<th>Si/Al</th>
<th>Cu/Al</th>
<th>Cu wt%</th>
<th>$\text{H}^+$/Al (H-form)</th>
<th>$\text{H}^+$/Al (Cu-form)</th>
<th>Cu$^{II}$OH/Al*</th>
<th>Cu$^{II}$/Al*</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0.08</td>
<td>1.4</td>
<td>0.46</td>
<td>0.31</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td>4.5</td>
<td>0.21</td>
<td>3.7</td>
<td>0.87</td>
<td>0.42</td>
<td>0</td>
<td>0.21</td>
</tr>
<tr>
<td>15</td>
<td>0.03</td>
<td>0.3</td>
<td>0.98</td>
<td>0.93</td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td>15</td>
<td>0.08</td>
<td>0.5</td>
<td>0.98</td>
<td>0.81</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td>15</td>
<td>0.10</td>
<td>0.7</td>
<td>0.98</td>
<td>0.80</td>
<td>0.01</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.12</td>
<td>0.8</td>
<td>0.98</td>
<td>0.73</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.19</td>
<td>1.3</td>
<td>0.98</td>
<td>0.68</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>1.7</td>
<td>1.00</td>
<td>0.64</td>
<td>0.16</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.37</td>
<td>2.4</td>
<td>0.98</td>
<td>0.58</td>
<td>0.28</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.44</td>
<td>2.9</td>
<td>0.98</td>
<td>0.51</td>
<td>0.35</td>
<td>0.09</td>
</tr>
<tr>
<td>25</td>
<td>0.21</td>
<td>0.8</td>
<td>0.98</td>
<td>0.74</td>
<td>0.17</td>
<td>0.04</td>
</tr>
<tr>
<td>25</td>
<td>0.42</td>
<td>1.6</td>
<td>0.98</td>
<td>0.58</td>
<td>0.37</td>
<td>0.04</td>
</tr>
<tr>
<td>25</td>
<td>0.59</td>
<td>2.4</td>
<td>0.98</td>
<td>0.47</td>
<td>0.55</td>
<td>0.04</td>
</tr>
</tbody>
</table>

* Determined from titration of residual $\text{H}^+$ sites by $\text{NH}_3$ and thermodynamic preferences for Cu$^{II}$ and Cu$^{II}$(OH) siting (10).
**Table S2.** A series of Cu-exchanged SSZ-13 samples with varying Si/Al (4.5-25) and Cu/Al (0.03-0.44) (\(X = \) Mean Cu-Cu distance in Å, rounded down, labels (a-h) correspond to those in Figure 2); arranged by increasing Cu/Al for a fixed Si/Al ratio.

<table>
<thead>
<tr>
<th>Si/Al</th>
<th>Cu/Al</th>
<th>Cu cation density (mol Cu/m³)</th>
<th>Cu per CHA cage /1000Å³</th>
<th>Mean Cu-Cu distance (Å)</th>
<th>Cu-CHA-X</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0.08</td>
<td>365</td>
<td>0.22</td>
<td>0.17</td>
<td>20.6</td>
</tr>
<tr>
<td>4.5</td>
<td>0.21</td>
<td>958</td>
<td>0.57</td>
<td>0.44</td>
<td>15.0</td>
</tr>
<tr>
<td>15</td>
<td>0.03</td>
<td>47</td>
<td>0.03</td>
<td>0.02</td>
<td>40.7</td>
</tr>
<tr>
<td>15</td>
<td>0.08</td>
<td>125</td>
<td>0.07</td>
<td>0.05</td>
<td>29.4</td>
</tr>
<tr>
<td>15</td>
<td>0.10</td>
<td>157</td>
<td>0.09</td>
<td>0.07</td>
<td>27.2</td>
</tr>
<tr>
<td>15</td>
<td>0.12</td>
<td>188</td>
<td>0.11</td>
<td>0.08</td>
<td>25.6</td>
</tr>
<tr>
<td>15</td>
<td>0.19</td>
<td>298</td>
<td>0.18</td>
<td>0.14</td>
<td>22.0</td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>395</td>
<td>0.23</td>
<td>0.18</td>
<td>20.1</td>
</tr>
<tr>
<td>15</td>
<td>0.37</td>
<td>580</td>
<td>0.35</td>
<td>0.27</td>
<td>17.6</td>
</tr>
<tr>
<td>15</td>
<td>0.44</td>
<td>689</td>
<td>0.41</td>
<td>0.31</td>
<td>16.6</td>
</tr>
<tr>
<td>25</td>
<td>0.21</td>
<td>193</td>
<td>0.11</td>
<td>0.08</td>
<td>25.4</td>
</tr>
<tr>
<td>25</td>
<td>0.42</td>
<td>395</td>
<td>0.24</td>
<td>0.18</td>
<td>19.8</td>
</tr>
<tr>
<td>25</td>
<td>0.59</td>
<td>569</td>
<td>0.34</td>
<td>0.26</td>
<td>17.7</td>
</tr>
</tbody>
</table>

*Identifies the higher Si/Al density sample of two samples that share the same mean (rounded down) Cu-Cu distance.
Table S3. Standard SCR kinetic parameters measured on a series of Cu-exchanged SSZ-13 samples with Si/Al = 15 and Cu/Al varying from 0.03-0.44; arranged by increasing Cu/Al. (X = Mean Cu-Cu distance in Å, rounded down, labels (a, f, and g) correspond to those in Figure 2)

<table>
<thead>
<tr>
<th>Cu-CHA-X</th>
<th>Cu /1000Å³</th>
<th>SCR Rate (/10⁻³ mol NO/mol Cu/s)</th>
<th>SCR Rate (/10⁻³ NO/1000Å³/s)</th>
<th>Order[^]</th>
<th>E_{app}[^] (kJ mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-CHA-40 (a)</td>
<td>0.03</td>
<td>1.8</td>
<td>0.05</td>
<td>0.8</td>
<td>47</td>
</tr>
<tr>
<td>Cu-CHA-29</td>
<td>0.07</td>
<td>2.3</td>
<td>0.16</td>
<td>0.7</td>
<td>50</td>
</tr>
<tr>
<td>Cu-CHA-27</td>
<td>0.09</td>
<td>3.3</td>
<td>0.30</td>
<td>0.7</td>
<td>56</td>
</tr>
<tr>
<td>Cu-CHA-25</td>
<td>0.11</td>
<td>4.5</td>
<td>0.50</td>
<td>0.7</td>
<td>56</td>
</tr>
<tr>
<td>Cu-CHA-22</td>
<td>0.18</td>
<td>6.5</td>
<td>1.17</td>
<td>0.5</td>
<td>60</td>
</tr>
<tr>
<td>Cu-CHA-20*</td>
<td>0.23</td>
<td>7.8</td>
<td>1.79</td>
<td>0.4</td>
<td>63</td>
</tr>
<tr>
<td>Cu-CHA-17 (f)</td>
<td>0.35</td>
<td>7.4</td>
<td>2.59</td>
<td>0.4</td>
<td>66</td>
</tr>
<tr>
<td>Cu-CHA-16 (g)</td>
<td>0.41</td>
<td>7.8</td>
<td>3.20</td>
<td>0.3</td>
<td>74</td>
</tr>
</tbody>
</table>

[^]Identifies the higher Si/Al density sample of two samples that share the same mean (rounded down) Cu-Cu distance.
[^]Errors in the apparent O₂ rate order are ± 0.1.
[^]Errors in the apparent activation energy (E_{app}) are ± 7 kJ/mol. Consistent with prior reports (17, 18) E_{app} increases systematically with increasing Cu density, reflecting the gradual transition from a kinetic regime in which O₂ activation is rate-determining (low Cu density) to one in which it is not (high Cu density).
Table S4. Operando steady state Cu$^1$ fraction for a series of Cu-SSZ-13 samples with varying Cu density from 0.07-0.57 atom/1000Å$^3$. Feed conditions: 300 ppm NO, 300 ppm NH$_3$, 10% O$_2$, 5% CO$_2$, 2% H$_2$O, 473 K.

<table>
<thead>
<tr>
<th>Si/Al</th>
<th>Cu/Al</th>
<th>Cu-CHA-X</th>
<th>Cu cation density (Cu/1000Å$^3$)</th>
<th>Operando steady state Cu$^1$ fraction†</th>
<th>EXAFS first shell coordination number</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0.08</td>
<td>Cu-CHA-20 (c)</td>
<td>0.22</td>
<td>0.50</td>
<td>3.4</td>
</tr>
<tr>
<td>4.5</td>
<td>0.21</td>
<td>Cu-CHA-15 (h)</td>
<td>0.57</td>
<td>0.10</td>
<td>3.9</td>
</tr>
<tr>
<td>15</td>
<td>0.08</td>
<td>Cu-CHA-29 (a)</td>
<td>0.07</td>
<td>0.96</td>
<td>2.1</td>
</tr>
<tr>
<td>15</td>
<td>0.37</td>
<td>Cu-CHA-17 (f)</td>
<td>0.35</td>
<td>0.53</td>
<td>3.2</td>
</tr>
<tr>
<td>15</td>
<td>0.44</td>
<td>Cu-CHA-16 (g)</td>
<td>0.41</td>
<td>0.47</td>
<td>3.3</td>
</tr>
<tr>
<td>25</td>
<td>0.21</td>
<td>Cu-CHA-25 (b)</td>
<td>0.11</td>
<td>0.85</td>
<td>2.4</td>
</tr>
<tr>
<td>25</td>
<td>0.42</td>
<td>Cu-CHA-19 (d)</td>
<td>0.24</td>
<td>0.63</td>
<td>2.8</td>
</tr>
<tr>
<td>25</td>
<td>0.59</td>
<td>Cu-CHA-17*(e)</td>
<td>0.34</td>
<td>0.51</td>
<td>3.1</td>
</tr>
<tr>
<td>16 (19)</td>
<td>0.20</td>
<td>-</td>
<td>0.18</td>
<td>0.60</td>
<td>-</td>
</tr>
<tr>
<td>4.5 (17)</td>
<td>0.16</td>
<td>-</td>
<td>0.44</td>
<td>0.26</td>
<td>-</td>
</tr>
</tbody>
</table>

*Identifies the higher Si/Al density sample of two samples that share the same mean (rounded down) Cu-Cu distance.
†Errors are ± 0.05.
Table S5. Comparison of standard SCR reaction rates measured in the PFR and the *operando* reactor for different Cu-CHA samples. Feed conditions: 300 ppm NO, 300 ppm NH₃, 10% O₂, 5% CO₂, 2% H₂O, 473 K.

<table>
<thead>
<tr>
<th>Si/Al</th>
<th>Cu/Al</th>
<th>Cu-CHA-X</th>
<th>PFR Rate (/10⁻³ mol NO/mol Cu/s)</th>
<th>Operando Reactor Rate (/10⁻³ mol NO/mol Cu/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0.08</td>
<td>Cu-CHA-20</td>
<td>8.3</td>
<td>8.0</td>
</tr>
<tr>
<td>4.5</td>
<td>0.21</td>
<td>Cu-CHA-15</td>
<td>7.4</td>
<td>7.5</td>
</tr>
<tr>
<td>15</td>
<td>0.08</td>
<td>Cu-CHA-29</td>
<td>2.3</td>
<td>2.0</td>
</tr>
<tr>
<td>15</td>
<td>0.37</td>
<td>Cu-CHA-17</td>
<td>7.4</td>
<td>7.4</td>
</tr>
<tr>
<td>15</td>
<td>0.44</td>
<td>Cu-CHA-16</td>
<td>7.8</td>
<td>7.7</td>
</tr>
<tr>
<td>25</td>
<td>0.21</td>
<td>Cu-CHA-25</td>
<td>1.6</td>
<td>1.5</td>
</tr>
<tr>
<td>25</td>
<td>0.42</td>
<td>Cu-CHA-19</td>
<td>3.8</td>
<td>3.1</td>
</tr>
<tr>
<td>25</td>
<td>0.59</td>
<td>Cu-CHA-17*</td>
<td>7.7</td>
<td>7.0</td>
</tr>
</tbody>
</table>

*Identifies the higher Si/Al density sample of two samples that share the same mean (rounded down) Cu-Cu distance.
**Table S6.** Fitted Cu\(^{1}\) fraction before and after oxidation with 10% O\(_2\) at 473 K starting from Cu\(^{1}\)(NH\(_3\))\(_2\) for Cu-CHA-20, Cu-CHA-15 and Cu-CHA-29.

<table>
<thead>
<tr>
<th>Cu-CHA-X</th>
<th>Cu(^{1}) fraction before O(_2) transients(^a)</th>
<th>Cu(^{1}) fraction after O(_2) transients(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-CHA-20</td>
<td>0.90</td>
<td>0.12</td>
</tr>
<tr>
<td>Cu-CHA-15</td>
<td>0.90</td>
<td>0.05</td>
</tr>
<tr>
<td>Cu-CHA-29</td>
<td>0.98</td>
<td>0.30</td>
</tr>
</tbody>
</table>

\(^a\)Fitting error ± 0.05.
Table S7. Fitted Cu$^+$ fraction before and after repeated subsequent oxidation with 10% O$_2$ at 473 K starting from Cu$^+$(NH$_3$)$_2$ in each cycle for Cu-CHA-29.

<table>
<thead>
<tr>
<th>Cu$^+$ fraction before O$_2$ transients</th>
<th>Cu$^+$ fraction after O$_2$ transients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle 1</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>0.30</td>
</tr>
<tr>
<td>Cycle 2</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.32</td>
</tr>
<tr>
<td>Cycle 3</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>0.31</td>
</tr>
</tbody>
</table>
**Table S8.** Fitted Cu$^1$ fraction before and after oxidation with 100 ppm NO$_2$ at 473 K starting from Cu($^1$(NH$_3$)$_2$ for Cu-CHA-20, Cu-CHA-15 and Cu-CHA-29.

<table>
<thead>
<tr>
<th>Cu-CHA-X</th>
<th>Cu$^1$ fraction before NO$_2$ transients</th>
<th>Cu$^1$ fraction after NO$_2$ transients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-CHA-20</td>
<td>0.90</td>
<td>0.00</td>
</tr>
<tr>
<td>Cu-CHA-15</td>
<td>0.90</td>
<td>0.00</td>
</tr>
<tr>
<td>Cu-CHA-29</td>
<td>0.98</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table S9. PBE+D2 DFT computed reaction energies (column 2), total energy differences along the reaction coordinate (column 3), and normalized Bader charge (10) derived Cu oxidation states for the product in each step (column 4) for all results reported in Figure 4.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction Energy (kJ mol(^{-1}))</th>
<th>Energy (kJ mol(^{-1}))</th>
<th>Cu Oxidation State</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>A → TS1</td>
<td>35</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>TS1 → B</td>
<td>23</td>
<td>23</td>
<td>1.00</td>
</tr>
<tr>
<td>B → C</td>
<td>-59</td>
<td>-36</td>
<td>1.39</td>
</tr>
<tr>
<td>C → TS2</td>
<td>20, Ref (24)</td>
<td>-16</td>
<td></td>
</tr>
<tr>
<td>TS2 → D</td>
<td>-26</td>
<td>-42</td>
<td>1.80</td>
</tr>
<tr>
<td>D → TS3</td>
<td>19</td>
<td>-23</td>
<td></td>
</tr>
<tr>
<td>TS3 → E</td>
<td>-36</td>
<td>-60</td>
<td>2.10</td>
</tr>
</tbody>
</table>
Table S10. Computed PBE+D2 and HSE06+TSvdw reaction energies for O$_2$ and NO$_2$ adsorption on a Cu$^1$(NH$_3$)$_2$ monomer. Rows 1 and 2 reference the two different (A, B) O$_2$ adsorption configurations in Figure S14. Columns 3 and 5 report the normalized Bader charge (10) derived Cu oxidation state.

<table>
<thead>
<tr>
<th></th>
<th>PBE+D2 (kJ mol$^{-1}$)</th>
<th>Cu Oxidation State</th>
<th>HSE06+TSvdw (kJ mol$^{-1}$)</th>
<th>Cu Oxidation State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu$^1$(NH$_3$)$_2$+O$_2$ (A)</td>
<td>2</td>
<td>1.65</td>
<td>1</td>
<td>1.47</td>
</tr>
<tr>
<td>Cu$^1$(NH$_3$)$_2$+O$_2$ (B)</td>
<td>−26</td>
<td>1.32</td>
<td>−11</td>
<td>1.15</td>
</tr>
<tr>
<td>Cu$^1$(NH$_3$)$_2$+NO$_2$ (C)</td>
<td>−46</td>
<td>1.92</td>
<td>−71</td>
<td>2.27</td>
</tr>
</tbody>
</table>
### Table S11. Metadynamics parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic spring constant, $k$ (hartree)</td>
<td>5</td>
</tr>
<tr>
<td>Mass of the fictitious particle, $\mu$ (hartree (a.u.)$^2$)</td>
<td>100</td>
</tr>
<tr>
<td>Gaussian height, $W$ (hartree)</td>
<td>0.0005</td>
</tr>
<tr>
<td>Gaussian width, $s'$</td>
<td>0.02</td>
</tr>
<tr>
<td>Minimum Metadynamics time step, $\Delta t_{\text{min}}$ (a.u.)</td>
<td>100</td>
</tr>
<tr>
<td>$p$</td>
<td>6</td>
</tr>
<tr>
<td>$q$</td>
<td>6</td>
</tr>
<tr>
<td>$d_0$ (Å)</td>
<td>6.2</td>
</tr>
</tbody>
</table>
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